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We recently reached out to IT professionals to find out what they thought about monitoring 
and managing their environment. From the survey, we learned that automation was at the top 
of everyone’s wish list.

SolarWinds has always worked hard to make monitoring as elegantly simple as possible, which 
means making a lot of things work right out of the box (ie: automatic discovery and monitoring of 
devices, applications, and more). So we know how big a subject this is. But we also understand 
that the elegance of a feature can often be masked by its simplicity, in fact, the simplicity is PART 
of the elegance, and all of it, when done well, can appear to be so effortless that it seems trivial. 

Movie history buffs may recall that Fred Astaire’s first audition for MGM included the appraisal, 
“Can’t act. Slightly bald. Can dance a little.” Later comments from directors and co-stars ex-
plained that Mr. Astaire’s grace and committment to perfecting each movement created an air of 
effortlessness that could fool the casual observer into believing that his dancing was simplistic. 

Here at SolarWinds, we know how he must have felt.

Introduction

http://data.surveygizmo.com/r/232570_578514851f21e8.30561857
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This guide was written to provide an overview on automation as it relates to monitoring. It was 
designed specifically for those familiar with computers and IT, who know what monitoring is 
capable of, and who may or may not have hands-on experience with monitoring software.

If you find yourself a bit behind on monitoring concepts, we can recommend the free and thor-
oughly comprehensive Monitoring 101 Guide, found here.

This completely tool-agnostic guide will not ask you to actually dive into monitoring automation 
using software package XYZ, but it is my hope that after reading this, when you do start setting 
up automation using monitoring software XYZ, some of the functions will be less arcane.

About This Guide

https://thwack.solarwinds.com/docs/DOC-187523
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“I have only made this letter longer because I didn’t have time to make it shorter.”

– Blaise Pascal

In a career spanning three decades and four countries, Leon Adato has been an actor, electrician, 
carpenter, stage combat instructor, pest control technician, Sunday school teacher, and ASL 
interpreter. He also occasionally worked on computers.

Leon got his start providing computer classes, worked his way up the IT food chain from desk-
top support to server support to desktop environment standardization engineer and onward, 
to systems monitoring, management, and automation. Along the way he discovered a weird 
love for taking tests, and picked up an alphabet’s worth of certifications, including WPCR, CNE, 
MCP, MCSE, MCSE+I, CCNA, and SCP.

Focusing on monitoring, Leon spent almost 20 years honing his skills at companies that ranged 
from big (National City Bank) to bigger (CardinalHealth) to ludicrous (Nestle), becoming proficient 
with a variety of tools and solutions along the way.

A user of SolarWinds software since 2003, Leon attracted the attention of SolarWinds staff via 
his impressive participation in THWACK forums, including providing helpful posts, attending UX 
sessions, taking part in beta and RC testing, and whining. 

It was about that time that Head Geek Patrick Hubbard noticed that Leon was long-winded to a 
fault, and that he lacked any semblance of self-restraint or basic common sense when it came 
to speaking in front of large audiences. That led to his being offered a position as Head Geek 
in 2014. Leon has never looked back since, mostly because he’s incredibly uncoordinated and 
would surely run into something.

About the Author

https://thwack.solarwinds.com/welcome
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I’ve been working in IT for over 30 years, since 1989. For nearly 20 of those years I have focused 
on monitoring, management, and automation in the enterprise. And I’ve used SolarWinds tools 
since 2003 (although not continuously). So here’s what I’ve learned in all that time:

First, SolarWinds solutions are geek-built. What I mean by that is that the solutions we provide 
are made by geeks (otherwise known as sysadmins, engineers, IT professionals, and even Head 
Geeks), for geeks, to solve real problems in the workplace right now. We spend copious amounts 
of time talking to people in the trenches to find out what problems they are having and how they 
would like to see them addressed. We take that feedback and turn it into the list of features we 
build into the next version. 

Second, SolarWinds solutions are modular. You don’t need to get a whole suite in one monolithic 
installation. You can determine which functionality you need and apply only the modules that 
meet those needs. The modules, which integrate well with solutions from other vendors, snap 
together under a common framework. Real geeks know that you don’t get to pick every single 
piece of software the company uses, and that, like a good mixed-breed dog (ie: a mutt), heter-
ogenous solutions are often the most robust and faithful allies you can have in the data center. 
The flipside of this is that each module is flexible. Each tool has a variety of outside-the-box 
actions you can take to get almost any job done.

Finally, and there’s no way to dress this up, SolarWinds solutions are chea... uh... afford-
ably-priced. Especially when you consider the features in each module. Head over to www.
solarwinds.com for more detailed information on products and pricing; or to download a free, 
unlmited (meaning you can load up as many devices as you want), 30-day demo of any (or all) 
of the SolarWinds modules. 

Pro Tip: there’s also about two dozen free tools you can download over at 
www.solarwinds.com/free-tools

And Now, a Word From Our Sponsor

http://www.solarwinds.com
http://www.solarwinds.com
http://www.solarwinds.com/free-tools
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In the world of IT, it seems to be a commonly held belief that your environment is somehow 
special–measurably and materially different from all those other companies. “You don’t un-
derstand,” you find yourself explaining to vendors and other IT pros. “We’re different.” And then 
you go on to list attributes of your company that actually apply to 99% of the businesses out 
there. With this type of attitude, the speaker justifies how best practices, common techniques 
and standard solutions don’t apply, or at least must be significantly altered to fit the delicate 
and beautiful snowflake that is their IT architecture. And nowhere I have seen this perception 
as vehemently declared as when the conversation rolls around to monitoring. 

I’ve lost count of the number of organizations who insist they require an in-house, custom-craft-
ed, artisanal solution that more resembles an interpretive dance than a technology, and, of 
course, requires special care and feeding by either a lone hermit/wizard/engineer who only 
speaks in enigmatic koan; or a mystical cabal of specially trained SysAdmins who were raised 
by Linux-wielding monks in a far-flung technical monastery.

Many monitoring solution providers don’t help matters, each spinning tall tales about the way 
they leverage special APIs and context-sensitive command sets, that somehow only they know, 
due undoubtedly to the combination of their great skill, long beards, and certifications from 
Hogwarts-like institutions.

With 30 years in IT and almost 20 of those focused on the monitoring space – not to mention 
having used just about every solution on the market since 1998–I’m here to tell you a little 
secret I’ve learned: 

Monitoring is simple.

To be sure, implementing good monitoring can be hard work. GOOD monitoring, which is robust 
enough to collect the statistics you need without injecting observer bias, is hard work. But, 
essentially, it is simple in its fundamental essence.

And of all those simple-but-not-easy aspects of monitoring I just listed, one seems to be more 
elusive than all the others: automation.

Dance of the Special Snowflakes
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First, let’s get something out of the way: monitoring is not a ticket, or a page, or a screen. Mon-
itoring is nothing more than the ongoing, consistent collection of metrics from and about a set 
of devices. Everything else–reports, alerts, tickets, and automation–are a happy by-product of 
the first part.

So Job One is to make sure you are collecting all metrics, including interrupt-based messages, 
like SNMP-trap and syslog; ad hoc polling, like WMI and SNMP-get; protocol-centric options, like 
IPSLA and NetFlow; simple techniques, like ICMP (ping); complex solutions, like Deep Packet 
Inspection; and even vendor-specific techniques that take advantage of a system’s API.

Job Two is setting alerts for when things go off the rails. Doing so lets you know when a system 
is down, it gives you a record of when a router configuration was changed, and much more. 

As a monitoring engineer, my second-favorite thing is listening to colleagues answer the ques-
tion, “How do you know something is wrong?” It makes them define “bad” for themselves, which 
leads to good monitoring and alerting. My most favorite thing, though, is following that with, “So, 
then what? When it’s bad, like you just described, what do you do about it?”

The answer to that questions sits at the heart of the conversational path that leads to automation.

Monitoring Madlibs, Part One: 
Monitoring is a _____ 
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In business, when an unforeseen and unexpected failure occurs, management often acquires a 
dark obsession with post-analysis. Postmortems are called with the express intent of ensuring 
that that particular failure never happens again. Time is spent on figuring out what went wrong, 
but even more time is spent on finding a way the event could have been predicted.

But if the event was a so-called Black Swan, a term coined by economist Nicolas Taleb to 
describe things that cannot, by their very nature, be predicted either because they are simply 
too extreme or because no current source of data has the applicable insight–the post-analysis 
exercise is thoroughly unnecessary.

I’m not saying that businesses shouldn’t attempt to learn lessons from their failures. But they 
should try to determine whether the failure was predictable in the first case. If it wasn’t, there 
is no point in conducting a postmortem. Hunting down black swan events is often a waste of 
time and money. A single big and unpredictable event distracts everyone from the common, 
everyday, and ultimately more expensive and solvable opportunities around them

The Siren Song of the Black Swan 

https://en.wikipedia.org/wiki/Black_swan_theory
http://www.abc.net.au/technology/articles/2015/04/21/4220496.htm
http://www.abc.net.au/technology/articles/2015/04/21/4220496.htm
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With a perfectly good monitoring system, you may wonder why automation is so important.

Because you are lazy. Because most seasoned IT professionals are lazy. Because spending your 
day responding to tickets, alerts, and emails is both tedious and boring. 

Because your time is valuable. Too valuable for this.

Remember my favorite question? The one I said I loved to ask whenever someone told me how 
they know when something is bad? “Okay, then what?”

Maybe after they get an alert, they clear a queue. Or restart a service, or delete all of the files 
out of a temp directory.

Whatever it is, it’s very likely going to be something that could have been run without human 
intervention if the action isn’t already built into the monitoring tool itself. That’s a quick win for 
automation, as long as it always solves the problem. As anyone who has been working in IT for 
more than 15 minutes should know, while many problems are tediously repetitive, sometimes 
you get the one weird case that resists all your usual tricks.

This is why sophisticated monitoring solutions will allow you to build an alert that triggers an 
initial action, then waits a specified amount of time. If the condition persists, a second (or third, 
or fourth, or whatever) action will be triggered.

Thus, a disk full alert could first clear the temp directory, wait 10 minutes, then remove specific 
application log files more than one month old, wait another 10 minutes, create a ticket for the 
server team, wait one hour, and, if the problem continues to persist, page the team lead as an 
escalation point.

But let’s say that there isn’t a definitive action that can be taken. Maybe the answer is to check 
the last 15 lines of this log file, look at this other counter, and run a test query from the applica-
tion server to the database. Based on the results of that information, the technician will know 
what to do next.

In that case, your automated action is to do all those steps and then insert those results into 
the alert message.

Then, instead of a message that says “Service XYZ is down,” the technician receives a ticket 
that already contains greater insight into the conditions at the time of the failure, as opposed to 
15 minutes later, when they’ve dragged their butt out of bed, fired up the laptop, and started to 
dig into the situation. By doing so, the monitoring system has effectively given staff 20 minutes 
of their life back. It has simplified the troubleshooting process.

Why Automation?
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And the best part of all this is that even if the information you pull isn’t 100% necessary, the 
reality is that the information is useful most of the time. Gathering that information proves that 
the monitoring system can be leveraged as an always-on, Level One diagnostician.

Trust me when I tell you that doing this kind of thing will make heroes out of you and the mon-
itoring system. 
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Now that we know what monitoring is and why automation is a good idea, we should look at 
some of the areas where automation brings solid, measurable value to the monitoring discipline 
within IT.

As previous sections have alluded, automatically responding to issues is a big win, but there 
are less obvious, yet equally important aspects of automation. Let’s take a look at them now.  

DISCOVERY, PART ONE
One of the first things you do when you fire up a new monitoring system is load devices. While 
this can be done manually by specifying the name or IP address of the machine and connection 
information, in any environment larger than about 20 systems, this becomes an exercise in 
tedium and frustration. Scanning the environment is far more convenient.

For about a week.

After that, again, in environments larger than 20 systems, devices have most likely been add-
ed, changed, or removed. And manually kicking off a scan of the environment, which includes 
reviewing the results, weeding out the redundant systems, selecting interfaces, etc., gets old 
after the third week.

This is often where the itch for automation starts.

CONNECTIVITY
Discovering a bunch of devices is good. Knowing how they all connect is better. Why? Let’s 
imagine a simple scenario where we have one router connected to two switches, which are 
connected to 10 servers.

Monitoring Madlibs, Part Two: 
Automation is for ____
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If the router goes down, how many device down alerts should you get? 
That’s right: one. For the router.

Now, how many alerts will you get?

If you answered 10 (for the servers), 12 (for the servers plus the switches), or 13 (for the whole 
shootin’ match), you may be right and at the same time so very, very wrong. 

The solution is to set up monitoring so that when the router goes down, the rest of the down-
stream devices are put in an unreachable (ie: NOT-down) state. 

While this can be done manually, it would be so much better to have a monitoring tool that goes 
out and scans the environment and all the rest for you.

DISCOVERY, PART TWO
You’ve found every device that was hiding in the nooks and crannies of your network. You’ve 
scanned them to find out how the router-bone is connected to the switch-bone. You’ve also 
established your virtualization hierarchy, from VM to host to cluster to data center. You’ve even 
determined what kind of hardware each device is, how many interfaces and drives they have, 
and the status of their physical hardware, such as fans, temperature sensors, RAID controllers, 
and more. You’ve got it all figured out.

Now if you could only remember which of those little stinkers is running your Exchange email 
service.

That’s right. This discovery is all about software. As with Discovery, Part One, how this is done 
is less of a point of focus in this guide than the how often. Because, sure, you can scan a server 
when you add it and determine that it IS running Exchange or SharePoint® or your company’s 
custom app,  but you’ll never know (until it’s too late) that three weeks later the app developer 
enabled IIS. Or worse, DHCP.

If anything, you need automation to scan for applications even more than you need it to scan 
for new, changed, or deleted devices on your network.

But it’s actually more complicated than that.

MONITOR ASSIGNMENTS
It’s one thing to know that a server is running IIS (or DHCP, or SharePoint, etc). It’s another thing 
to understand what your company thinks about that server. Is it a critical SharePoint box, or just 
a QA server? Is it currently a new build that is being tested, or is it full production?

In many organizations, a server will go through a build and staging process before moving to 
production. At the other end of the cycle, a server may spend significant time in a decommission 
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state where it is running, but not in use except in emergencies. Similarly, some companies have 
systems that could migrate from test to QA to product and/or back again. 

In each of those cases, the intensity of the monitoring may change drastically. 

So the automation opportunity here is not so much detection as it is applying the correct 
templates based on custom variables. You want to empower the owner teams to set these at-
tributes, and then have the monitoring system detect those settings and automatically adjust 
the monitoring accordingly.
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“I must not fear. Fear is the mind-killer...” 
– Litany Against Fear from Dune, by Frank Herbert

Standing at the edge of the ocean that is automation can be a little daunting. But you have to 
trust me when I tell you that the water is fine, you won’t drown, and you have the ability to try 
things one step at a time. This is not an all-or-nothing proposition where the risk is that you’d 
go from zero to all-my-systems-are-offline. 

Next, many monitoring solutions can do what I’m describing. If you find that yours can’t, then 
you should consider why you are using it. Maybe your business has a really solid justification for 
remaining on that platform. At the same time, the capabilities I’m discussing here are standard.

As with any work in IT, having a plan of attack is sometimes more important than the attack (or 
in this case, the automation) itself. So let’s run down a few things:

 » Identify your test machines first–Whether that is lab gear set aside for the purpose or a few 
less-critical volunteers, set up your alert so that it only triggers for those machines.

 » Learn to use reverse thresholds–While your ultimate alert will check for CPU>90%, you prob-
ably want to avoid spiking the test machines repeatedly. So just turn that bracket around. 
CPU<90% is going to trigger a whole lot more reliably, at least we hope so.

 » Find the reset option–Closely related to the previous point, know how your monitoring tool 
resets an alert so it triggers again. You will likely be using that function a lot.

 » Verbose is your friend–Not at cocktail parties or sitting next to you at the movies, but in this 
case, you want to have every possible means of understanding what is happening and when. If 
your tool supports its own logging, turn it on. Insert, “I’m starting the XYZ step now” messages 
generously in your automation. It’s tedious, but you’ll be glad you did.

 » Eat your own dog food–If you were thinking you’d test by sending those alerts to the server 
team, think again. In fact, you aren’t going to send it to any team. You’re going to be getting 
those alerts yourself.

 » Serve the dog food in a very simple bowl–You really don’t need to fire those alerts through 
email. All that does is create additional delays and pressure on your infrastructure, as well as 
run this risk of creating other problems if your alert does kick off 732 messages at the same 
time. Send the messages to a local log file, to the display, etc.

 » Share the dog food–And then you can share them with the team as part of a conversation. 
Yes, a conversation. 

I’m Scared
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 » Embrace the conversation–This process is going to involve talking to other people. Setting 
up automation is collaborative, because you and the folks who will live with the results day 
in and day out should agree on everything from base functionality to message formatting.

 » Set phasers to full–Once the automation is working on your test systems, plan on a phased 
approach. Using the same mechanism you did to limit the alert to just a couple of machines, 
you are going to widen the net a bit, maybe 10-20 systems. And you test again to observe the 
results in the wild. Then you expand out to 50 or so. Make sure both you and the recipients 
are comfortable with what they’re seeing. Remember, by this point the team is receiving the 
regular alerts, but you should still be seeing the verbose messages I mentioned earlier. You 
should be reviewing with the team to make sure what you think is happening is what is really 
happening.

Following those guidelines, any automated response should have a high degree of success, or 
at least you’ll catch bad automation before it does too much damage.

Beyond the suggestions in the next section, a good rule of thumb for automating is to find the 
things that have the biggest bang for the least effort. A great place to start is to look at your 
current help desk tickets. Whatever system-based events you are seeing the most now, that’s 
probably where your biggest impact can be had.

Another good place to to find ideas for automation is the lunch room. Listen to teams complain 
and see if any of those complaints are driven by system failures. If so, it may be an opportunity 
for automation to save the day.

Finally, don’t plan too far ahead. As apprehensive as you may feel right now, after one or two 
solid (even if small) successes, you will find that teams are seeking you out with suggestions 
about ways you can help.
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Now I’d like to dive into some aspects of monitoring automation in more detail.

DEVICE DISCOVERY AND CONNECTIVITY
There are three aspects to this functionality that we need to discuss: 

1.  The ways new devices can be discovered.

2.  The way a discovery can be executed automatically.

3.  What to do with devices when they are found.

Every monitoring solution has its own spin on executing a device discovery. So let me begin by 
telling you about one set of techniques you should avoid:

First, the only way to discover devices is by using ping (ICMP packets) to sweep an entire network 
subnet (192.168.1.0/24, for example). There should be no facility for partial scans, or fixed lists of 
IPs. Not only that, but there’s no way to indicate IP addresses to avoid. Second, each device that 
is found should be absolutely attacked by SNMP using the most aggressive method possible. 
We’re talking a full SNMP walk of the entire device.

Why is all of that bad? Well, first because even that first time you run discovery on your network, 
you want to be thoughtful about it. If you have no intention of monitoring PCs or IP phones, 
why would you waste time scanning them? Scanning a network should not be an all-or-nothing 
choice.

Second, because that kind of aggressive behavior can often send the target system into a tailspin 
(or more accurately, a CPU-spin) and cause them to lock up, or worse.

Ways to Discover

That covers what not to do. So now let’s discuss the positive. You should look for solutions that 
let you scan your network in a variety of ways, combining the ability to:

 » Enter a subnet

 » Enter a list of IP addresses

 » Enter a seed device where the network is discovered by finding connected devices from that 
first one

 » Specify an Active Directory® OU, and scanning computers in that OU

Automation Answers
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The system should also, as mentioned earlier, provide the ability to specify a system that should 
NOT be scanned, and that system should take the exact same input as the discovery itself, either 
a subnet, list of IPs, etc.

The result is a robust discovery profile that only looks at the parts of the network you and your 
team want scanned. 

Once a set of devices are found, the discovery should use the gentlest possible approach, inter-
rogating a few basic pieces of information, such as the device name, vendor, and model. That 
information should then kick off a discovery of specific elements unique to that vendor/model, 
rather than a walk of every known numeric combination. 

In addition, device scans should be able to utilize protocols other than SNMP, including WMI, 
vendor APIs (Cisco® UCS, VMWare®, and Microsoft® Hyper-V®, to name a few).

Finally, part of the scan should determine connectivity to other devices.This should reveal ev-
erything from which switch a server is connected to to VM-host-cluster-data center hierarchy, 
and beyond. 

Automating Discovery

But that just addresses the scan itself. What about subsequent scans?

A good monitoring system should also allow you to take that whole profile that we just discussed, 
and schedule it to run:

 » Every xx hours/days/weeks

 » Every x day of the week (every monday, every sunday, etc)

 » Every x day of the month

 » At specified times of the day

In addition, there should be controls to turn off the scan if it runs past a particular time of the 
day, or if it has been running for more than a set period of time.

In this way, you can break down large environments into manageable slices, set up robust, so-
phisticated discoveries, and not overwork both the monitoring solution itself, or the environment 
being scanned.

Finally, in addition to running as a scheduled job, the scan should be able to be triggered by an 
event. For example, if an interface on a router has been down for more than 30 minutes, start a 
scan on the subnet the interface was part of, to see if a new interface has been brought up, and 
if any new far-end devices have come online. But regardless of the triggering event, the func-
tionality you want is to set off a controlled discovery based on real-time events on your network.
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Processing the Discovered Devices

That brings us to the question of what to do with new devices when they are found.

The trite and absolutely wrong answer is this: just add them to monitoring. Here are a few rea-
sons why this is a bad idea:

First, because not every device on the network needs to be monitored, and even in highly reg-
imented and controlled networks, not every device that appears in a subnet is supposed to be 
there. People plug in laptops to investigate issues, and leave them there overnight. Devices get 
plugged into the wrong ports. The exceptions go on ad nauseum. 

Second, not all devices deserve to be monitored, or at least monitored at the same level. Some-
times devices are added as a hot-standby, or because a particular feature is being tested, or 
because the device is currently in an extended staging phase. 

Third, because a device isn’t just a device. It’s also a collection of sub-elements, such as inter-
faces, disks, card modules, and even applications. A bit of review is always nice before throwing 
the 300-port stack-switch into monitoring and using up all your licenses.

And that takes us to my fourth point: capacity. Monitoring solutions are never unlimited. There 
is always a ceiling where more elements cannot be polled. This also has as much to do with the 
type (meaning age and speed) of the devices being monitored as it does with the raw count of 
monitorable items. You could have a 12-port switch that is 10 years old and responds like the 
proverbial tortoise. Throw a dozen of those boxes onto a monitoring polling engine, and you may 
find it has its hands full. On the other hand, that 300-port stack switch could be the fastest thing 
this side of the Millenium Falcon. 

Regardless, you have to be aware of what is being added to the monitoring environment, or you 
will quickly find it to be overwhelmed and no good to anyone.

So, hidden within all of those negatives, we can find the seeds of what you should look for.

First, find a tool that will take newly discovered devices and list them out for approval, preferably 
in a report format that can be shared among teams. Second, you should be able to list out the 
sub-elements of those devices. Third, you should have the ability to filter certain element types 
out of hand. For example, nobody ever needs to monitor the CD drive for disk capacity. More to 
the point, these filters should be specific to device types. 

Finally, your monitoring solution should ALSO have the ability to alert you when licensing or 
capacity is impacted by the number of devices and sub-elements being monitored. That way, 
if you decide to auto-add certain devices, you won’t be caught unaware when someone adds 
150 new switches to the network over the weekend. (True story.) 
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APPLICATION DISCOVERY
While device discovery is important, it tends to be the simplest aspect of the total monitoring 
story. In the years since I started in IT, hardware discovery, identification, and enumeration has 
become fairly standardized and predictable. But applications continue to be their own ball of 
wax. Figuring out what is installed on a server, what is running, and what it is doing continues 
to be a challenge for even the most sophisticated tools. 

Despite that, application monitoring vendors work diligently to create and maintain libraries of 
application signatures, the combination of running services, filenames in standard locations, 
and registry entries, that provide a high degree of certainty that software is present. There are 
technical challenges associated with accurately understanding what is running on a server. 
Meanwhile, it is critical to the business to have robust and accurate application monitoring in 
place, an area that demands significant attention.

So how do we ensure that the applications that are critical to our business are monitored? Here 
are just a few ideas:

Discovery Early

Obviously, as soon as a new server comes on line, you should scan it for software. That means 
being able to kick off a device discovery based on more than just a schedule. You need to be able 
to scan a machine based on a trigger, such as it appearing in the monitoring system inventory.

That could be done as part of the hardware scan itself, but that’s not the best strategy because 
when a server first comes online, it likely doesn’t have much installed. Having the ability to trigger 
an application discovery based on an alert is a better plan. This way, you aren’t hammering a 
brand-spanking-new server with discovery traffic when the server team is still peeling shrink-
wrap off the sides. You’re more likely to catch the real software on the box this way. 

Discover Often

Just as you do with the hardware scans, you need to check machines on a regular basis to see 
what has been added, changed, or removed. 

Sure, the server wasn’t provisioned with a DHCP server, but that doesn’t mean the application 
team might not turn it on, or that, six months later, the vendor doesn’t recommend the SQL 
database be moved from its dedicated instance on a cluster directly onto the application server 
to fix ongoing performance issues. Ongoing scans will catch changes like that and ensure that 
you are monitoring the right applications at the right time. Make sure you can schedule these 
discoveries with the greatest amount of flexibility in terms of time, dates, sets of devices to scan, 
etc. The last thing a Server Manager in charge of 5,000 physical and virtual devices wants to 
hear is the monitoring engineer tell them “We start scanning for software on Sunday at 1 am. 
And... uh... it usually ends around Wednesday afternoon.”
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Discover No Device Before Its Time

Even with the controls and delay tactics described in previous sections, there’s still a chance 
that you will scan a machine before it has the relevent bits laid down on it, and it will take time 
for another automated scan to pick up what was missed.

This inevitably leads to manual work for the monitoring team and/or potentially missed errors 
for everyone. Luckily, there’s a way to avoid this: Custom Fields.

This capability provides you with the ability to skip the application scan until the server is truly 
provisioned. it would work something like this:

 » Monitoring is set up with a custom property called disposition. Choices for this field include 
unknown, build, burn, pre-prod, pre-prod-scanned prod, decom, etc.

 » The machine is built. 

 » A hardware scan picks up the new devices.

 » A new device report is reviewed, and a server is selected for inclusion in monitoring.

 » A daily alert checks for systems with a blank disposition field. The trigger action is to set the 
disposition to unknown.

 » A daily report divides devices by vendor and model and sends out sub-lists to the owners, so 
the Windows servers with disposition = unknown goes to the server team, routers go to the 
network team, etc.

 » Those teams have the ability to view and edit those systems, adding or removing sub-ele-
ments, and updating the custom properties, in the case of our new server, to build.

 » The server team continues with their build activities until complete. At some point, they update 
the disposition field to pre-prod.

 » Another alert looks for devices where disposition is set to pre-prod and initiates an application 
scan. A second alert trigger action changes the disposition to pre-prod scanned so that the 
machine is not scanned more than once.

While there are more tricks to ensuring a device has the proper application monitoring, this pro-
cess outlines a way in which minimal human interaction can be augmented by the automation 
capabilities within the monitoring tool itself.

Post Discovery: Trust, but Verify

Similar to the hardware scan results, it is important that you not just begin monitoring every 
application found on a server. Sure, DNS and DHCP may be present, or IIS may be running to 
support the application developers, but that doesn’t mean you want to monitor those applica-
tions with the full force of your monitoring solution.
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Like the hardware scans, your monitoring solution should allow for the results of an application 
scan to be displayed in a list or report, and then verified by the beneficiaries of monitoring before 
being added into the mix. That way you ensure a minimum of alarms on nonessential systems, 
while avoiding the overburdening of your monitoring solution with unnecessary components.

Monitoring Assignments

We’ve reached the part of the discussion that points out the distinction between application 
servers and application servers. The same application can be running on the same hardware in 
two very different situations and the criticality, and the components that need to be monitored, 
are very different. This can be due to load balancing, location within the network, business 
service the server is part of, whether the server is part of the production or QA environment, 
and more. These differentiations are essential to knowing whether to apply the critical order 
system MS-SQL application monitors, or the low-importance departmental MS-SQL package.

So how do you accomplish this? And more importantly, how do you accomplish this when a 
server could go from production to decomm status? Or start off as a QA machine before being 
promoted to full production later on?

The answer once again lies in those custom properties. While it may take more than one or two, 
it is possible to create a comprehensive system that allows your IT organization as a whole to 
create a profile that identifies the device for what it is. For example: 

 » Net-Location: DMZ, data center, warehouse, remote, etc.

 » Disposition: build, stage, test, pre-prod, prod, decom, etc.

 » Business_critical: 1 through 5

 » Primary_Use: SQL, AD, Tomcat, Fileserver, etc.

 » Associated_Application: email, order entry, XYZ_App, etc.

While this is going to necessarily become as complex as the application landscape itself, it al-
lows you to set up automation to apply the correct monitors and change them as time passes.

So far, I’ve been strictly vendor-agnostic. And I promise that the rest of this guide is free of 
specific vendor capabilities, but the only way for me to describe how this type of feature works 
is to tell you how SolarWinds does it. If that’s a turn-off for you, skip ahead to the next section 
to keep your agnostic sensibilities intact.

Okay, so, SolarWinds has a capability called groups, describing groups of devices. You can use 
them for a variety of purposes, including:
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 » Establishing the health or availability of a group of systems as a singular point

 » Creating parent-child relationships so that one router is the parent of a site, so if it goes 
down, the rest of the devices are ignored rather than alerted as down

 » Reporting on all members of a group

 » Creating displays that only show members of a group

A relatively new feature is the ability to assign application monitors not to specific devices, but to 
a group, as defined by SolarWinds. When a device is added to the group, the application monitor 
is assigned. If the device leaves the group, the application monitor is removed.

Groups can be created manually by selecting specific devices, or they can be dynamically pop-
ulated based on a query. You know, something like, “All devices where the disposition is prod 
and the net location is data center and the business_critical is 4,” etc.

So as those custom fields are modified, the application monitoring will instantly and auto-
matically adjust itself to suit the new conditions. That may mean ramping up or down on the 
aggressiveness of the monitors, or it could completely remove collections of monitors. 

Best of all, it happens without any involvement by the monitoring specialists. And that, my 
friends, is the kind of automation that I’m talking about.
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Good automation is enabled by, and is a result of, good monitoring. When done correctly, it is 
elegantly simple, and most importantly, it’s not artisanal—it’s just automation the way automa-
tion is meant to work.

There are other examples of monitoring automation than the ones we’ve provided in this guide, 
but what I want you to leave with is the understanding that the biggest barrier to implementation 
at most companies is not the wrong tools, or the wrong skills. It’s having the wrong mindset, 
one that says monitoring and automation are complicated and difficult, “Far beyond the ken of 
mortal man,” to quote the old Superman reruns.

In the end, monitoring and automation are limited only by your ability to imagine and implement, 
assuming you’ve got a good monitoring tool in place, rather than your ability to perform some 
weird interpretive dance.

The Completely Unnecessary Summary
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TO DEBBIE
You have been there–by my side, as a friend, as the most trusted advisor, in my life for so long 
I can no longer tell where you cease and I start. I love that this part of our journey lets me be 
home with you so much, and that you patiently listen to me explain, gush, rant, and share. I love 
you F, E, & A, best beloved.

TO THE SOLARWINDS HEAD GEEKS
You are four of the most incredible, talented, exciting people to be around. Having you there to 
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all blessings that go far beyond the amazing job we share. Thank you for letting me be in the 
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